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ABSTRACT 

Glaucoma is a leading cause of irreversible blindness. Accurate optic disc (OD) and optic cup (OC) segmentation in fundus 
images is beneficial to glaucoma screening and diagnosis. Recently, convolutional neural networks have demonstrated 
promising progress in OD and OC joint segmentation in fundus images. However, the segmentation of OC is a challenge 
due to the low contrast and blurred boundary. In this paper, we propose an improved U-shape based network to jointly 
segment OD and OC. There are three main contributions: (1) The efficient channel attention (ECA) blocks are embedded 
into our proposed network to avoid dimensionality reduction and capture cross-channel interaction in an efficient way. (2) 
A multiplexed dilation convolution (MDC) module is proposed to extract more target features with various sizes and 
preserve more spatial information. (3) Three global context extraction (GCE) modules are used in our network. By 
introducing multiple GCE modules between encoder and decoder, the global semantic information flow from high-level 
stages can be gradually guided to different stages. The method proposed in this paper was tested on 240 fundus images. 
Compared with U-Net, Attention U-Net, Seg-Net and FCNs, the OD and OC’s mean Dice similarity coefficient of the 
proposed method can reach 96.20% and 90.00% respectively, which are better than the above networks. 

Keywords: Glaucoma, optic disc and cup segmentation, efficient channel attention, dilation convolution, global context 
extraction 

1. INTRODUCTION 

Glaucoma is one of the leading causes of irreversible vision loss. Screening and diagnosis at early stage can facilitate the 
treatment and reduce the risk of vision loss. With the recent advancements in optical fundus imaging, objective and 
quantitative glaucoma assessments based on the morphology of optic disc (OD) and optic cup (OC), and the cup-to-disc 
ratio (CDR) become available [1]. Accurately segmenting OD and OC in fundus image via automatic solutions would 
prompt the large scale glaucoma screening. 

As shown in Fig.1, OC appears as a bright yellowish oval in fundus images, and OD is a darker one in turn. OC is contained 
in OD and the segmentation of OC region in fundus images is a challenge due to the low contrast and blurred boundary. 
To deal with these problems, we propose a multi-module U-shaped network for the joint segmentation of OD and OC. 
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Figure 1. OD and OC in fundus image. OD: the region enclosed by the violet curve. OC: the region enclosed by the green curve 

 

2. METHODS 

2.1 Data Pre-processing  

OD and OC are relatively small in fundus images, which are not conducive to the joint segmentation. A pre-trained Disc-
aware Ensemble Network (DE-Net) [2] is used to crop the region of interest (ROI) patches (512 x 512) from the original 
fundus image (2124 x 2056). This data processing also can allow the model to focus on learning the most important pixel-
wise information. 

 

 

Figure 2. Data pre-processing for training, validation and test dataset. 

 

2.2 Overall structure of the proposed network  

In recent years, deep networks based on U-Net [3] have been widely used in medical image segmentation. In original U-
Net architecture, each block of encoder consists of two 3x3 convolution layers and one max pooling layer. In the proposed 
network, we replace it with the pre-trained ResNet-34 [4] in the feature encoder module. And for compatibility purpose, the 
average pooling layer and fully connection layers are removed. Fig.3 illustrates the overall structure of the proposed 
network. We use the improved U-Net as the backbone of our network. The efficient channel attention (ECA) blocks [5] are 
embedded into the encoder and decoder path to avoid dimensionality reduction and capture cross-channel interaction in an 
efficient way. We integrate the proposed multiplexed dilation convolution (MDC) module with our proposed network, 
which can capture wider and deeper semantic features by infusing five cascade branches with multi-scale dilation 
convolutions. Besides, in order to solve the problem which the original skip-connection in the U-Net will introduce 
irrelevantly clutters and have semantic gap due to the mismatch of receptive fields, global context extraction (GCE) 
modules are proposed and embedded into the skip-connection of the backbone. The GCE modules combine multi-layer 
global context information to reconstruct skip-connection and provide global information guidance flow for the decoder. 
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Specifically, each layer’s skip-connection consists of both local context information from this layer and global context 
information from higher-level layers. 

 
Figure 3. Overall structure of the proposed network 

 

2.3 Global context extraction (GCE) module 

In the GCE module, the skip-connection is reconstructed by combining the feature map of this layer with the feature maps 
of all higher-level stages. For example, Fig.4 shows the GCE module on Layer4. First, features of all stages are mapped 
into the same channel space as Layer4 by a regular 3×3 convolution. Next, the generated feature maps are upsampled to 
the same size as Layer4 and concatenated. In order to extract global context information from different levels of feature 
maps, the feature map F1 will be operated in parallel. On the one hand, two parallel separable convolutions with different 
dilation rates (1, 2) are performed on F1 and concatenated, and then a regular 1x1 convolution is used to obtain the feature 
map F2. On the other hand, we use the global context (GC) block [6] to extract global contextual information from F1. Then 
the feature map F3 is obtained after concatenation and a regular 1x1 convolution. Finally, the final feature map is obtained 
by concatenating F2 and F3 and then through a regular 1x1 convolution. 
In summary, each GCE module in different stages can be summarized as: 

             𝐺𝐶𝐸௞ ൌ ቆ𝐶௜ୀ௞
௜ୀହ ൬𝐷ଶ೔షೖ

ቀ𝐶௜ୀ௞
௜ୀହሺ𝐹௞ ⊗ 2௜ି௝ሻቁ൰ቇ © ൬𝐺𝐶 ቀ𝐶௜ୀ௞

௜ୀହሺ𝐹௞ ⊗ 2௜ି௝ሻቁ൰             (1) 

Where 𝐺𝐶𝐸௞ denotes the output of GCE module inserted in the 𝑘௧௛ stage, 𝐹௞ denotes the feature map of the  𝑘௧௛ 
stage in the encoder, GC denotes the global context block, ⊗ 2௜ି௞ represents the upsampling operation with rate of  2௜ି௞, 

𝐶  represents parallel operation,  𝐷ଶ೔షೖ
 represents the separable convolutions with dilation rate of 2௜ି௞ , and © 

represents concatenation operation. 

 

2.4 Multiplexed dilation convolution (MDC) module 

Compared with the normal convolution, the dilation convolution [7] increases the receptive field without the loss of 
information due to pooling, so that the output of each convolution contains a wider range of feature information. So we 
propose the MDC module which is based on the dilation convolution. As shown in Fig.5, MDC has five cascade branches 
with the gradual increment of the dilation convolutions from 1 to 1, 2, 4, 8, whose receptive fields are 3x3, 5x5, 9x9, 17x17 
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and 33x33 respectively. The MDC module can extract objective features with different receptive fields by combining 
different dilation rates. 

 

 

Figure 4. Structure of global context extraction (GCE) module  

 

 

Figure 5. Structure of multiplexed dilation convolution (MDC) module 

 

2.5 Loss function 
To effectively solve the data imbalance problem in the training process, the combination of the Dice loss and the binary 
cross-entropy (BCE) loss is adopted as the joint loss, which can be defined as follows: 

                                 𝐿்௢௧௔௟ ൌ 𝐿஽௜௖௘ ൅ 𝐿஻஼ா                                           (2) 

 

                             𝐿஽௜௖௘ ൌ 1 െ
ଶ ∑ ௬തሺೖ,೔ሻ௬ሺೖ,೔ሻାఌಿ

೔

∑ ௬തሺೖ,೔ሻା∑ ௬ሺೖ,೔ሻାఌಿ
೔

ಿ
೔

                                          (3) 

 

                       𝐿஻஼ா ൌ െ
ଵ

ே
∑ ൫𝑦ሺ௞,௜ሻ log 𝑦തሺ௞,௜ሻ ൅ ሺ1 െ 𝑦ሺ௞,௜ሻሻ logሺ1 െ 𝑦തሺ௞,௜ሻሻ൯ே

௜                        (4) 

Where N indicates the batch size, 𝑦ത௜ ∈ ሾ0,1ሿ and 𝑦௜ ∈ ሾ0,1ሿ denote the predicted probability and ground truth label 
respectively. ε is a small smoothing factor. 
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3. RESULTS 

3.1 Datasets 

The experimental fundus images are acquired from MICCAI 2018 REFUGE challenge dataset [8]. The original dataset 
contains 1,200 fundus images and the corresponding OD and OC ground truth. We randomly divide the 1,200 fundus 
images into training set (720), validation set (240) and test set (240). To increase the generalization of the model, we adopt 
online augmentation strategy including left and right flipping, up and down flipping, random rotation and additive Gaussian 
noise addition. For each round of training, 2-4 of these augmentation methods are used. 

3.2 Parameter settings 

The proposed network is realized on the Pytorch1.1.0 framework. In the training process, the stochastic gradient descent 
(SGD) algorithm with an initial learning rate of 0.01, momentum of 0.9 and weight decay of 0.0001 is used to optimize 
the network. The batch size is set to 4 and the number of epochs is 40. 

3.3 Evaluation metrics 

To quantitatively evaluate the segmentation performance, two common segmentation evaluation metrics including Dice 
similarity coefficient (DSC) and intersection over union (IoU) are used. 

                                  DSC ൌ
ଶ்௉

ଶ்௉ାி௉ାிே
                                              (5) 

                                   IoU ൌ
்௉

்௉ାி௉ାிே
                                              (6) 

Where TP denotes the true positive, FP denotes the false positive, FN denotes the false negative. 

3.4 Results      

To evaluate the performance of our method, we perform comparison experiments with other networks, including U-Net, 
Attention U-Net [9], Seg-Net [10] and FCNs [11]. As can be clearly seen in Fig.6, the segmentation results of our proposed 
method are closer to the ground truth in terms of OD and OC segmentation boundaries and shapes. In order to further 
verify the effectiveness of GCE, MDC and ECA, we use the improved U-Net as our backbone and perform three ablation 
experiments. Table1 shows objective evaluation metrics of experimental results, including the mean and standard deviation 
of dice similarity coefficient (DSC), intersection over union (IoU). As shown in Table1, the proposed method performs 
better than U-Net, Seg-Net, Attention U-Net and FCNs in all evaluation metrics. The ablation experiments (backbone + 
ECA, backbone + MDC, backbone + GCE and our method) in Table1 show the necessity and effectiveness of the proposed 
ECA, MDC and GCE modules. 

Table 1. The performance of segmentation with different evaluation metrics. 

Methods 
Optic disc Optic cup 

DSC (%) IoU (%) DSC (%) IoU (%) 

U-Net 94.87±4.9 90.58±7.3 87.22±8.0 78.10±10.9 

Seg-Net 95.22±3.4 91.06±5.5 87.45±9.5 78.76±12.7 

Attention U-Net 95.25±3.9 91.15±6.0 87.63±8.3 78.81±11.2 

FCNs 95.27±2.5 91.07±4.3 87.59±6.9 78.51±9.7 

Backbone 95.33±2.6 91.18±4.3 88.32±5.7 79.52±8.5 

Backbone + ECA 95.79±2.2 92.01±3.8 89.48±5.8 81.43±9.0 

Backbone + MDC 95.90±2.6 92.23±4.4 89.25±5.9 81.07±9.0 

Backbone + GCE 95.85±2.8 92.14±4.5 89.25±5.7 81.03±8.8 

Our method 96.20±1.9 92.73±3.3 90.00±5.3 82.20±8.2 
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Figure 6. Examples of joint optic disc and cup segmentation results 

 

4. CONCLUSIONS 

In this paper, we propose a new multi-module U-shaped network for the joint segmentation of OD and OC in fundus 
images. To extract more objective features with different receptive fields and preserve more spatial information, we 
propose a multiplexed dilation convolution module. A global context extractor module is proposed to make the network 
pay more attention to the global context. The primary experiment results demonstrate the effectiveness of our proposed 
method. 
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